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Abstract

Background: Semantic verbal fluency (SVF) tests are routinely used in screening for mild cognitive impairment (MCI). In this task, participants name as many items of a semantic category under a time constraint. Clinicians measure task performance manually by summing the number of correct words and errors. More fine-grained variables add valuable information to clinical assessment, but are time-consuming. Therefore, the aim of this study is to investigate whether automatic analysis of the SVF could provide these as accurate as manual and thus, support qualitative screening of neurocognitive impairment.

Methods: SVF data was collected from 95 older people with MCI (n=47), Alzheimer’s or related dementias (ADRD; n=24) and healthy controls (HC; n=24). All data was annotated manually and automatically with clusters and switches. The obtained metrics were validated using a classifier to distinguish HC, MCI and ADRD.

Results: Automatically extracted clusters and switches were highly correlated ($r=0.9$) with manually established values, and performed as well on the classification task separating healthy controls from persons with Alzheimer’s (AUC=0.939) and MCI (AUC=0.758).

Conclusion: The results show that it is possible to automate fine-grained analyses of SVF data for the assessment of cognitive decline.
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1. Introduction

As life expectancy across the globe increases, the incidence of age-related cognitive impairment is soaring. Relevant current research focuses on early intervention to slow the progression of cognitive decline with a long-term goal of helping to find a cure for (reduce the occurrence of) Alzheimer’s Disease and other dementias [1-3]. It has been demonstrated that prevention at prodromal stages targeting disease-modifying risk factors show promising results and are more likely to be effective [4].

While a full assessment of cognitive function requires a trained clinician, the increasing prevalence of dementia and milder forms of cognitive impairment warrant large-scale screening of the population. Even in high-income countries, as many as 50% of all relevant cases remain undiagnosed [5]. New approaches to screening and monitoring are needed [6,7].

In order to address this problem, we need new tools that are fast, do not need a laboratory, and can automatically indicate which patients might need to be referred to a specialist [8]. Such tools are highly scalable, and can be made accessible to health care professionals with little to no specialised training in old age psychiatry. Ideally, it should be possible to administer them remotely, and they should integrate easily with existing telehealth and telecare solutions for older patients. Automated analysis of speech, in particular speech that is produced during a standard clinical assessment, might be a prime candidate for such a tool [9-14]. Several research groups demonstrated the interest of adopting an automated approach to speech analysis for clinical assessment of older people [15-19]. Overall, reported work either uses speech from conversations, spontaneous speech tasks, reading or repetition tasks, and fluency tasks.

However, if natural language is analysed, considerable effort has to be spent on preprocessing the data, e.g. annotating turns, or trimming the audio file, in order to prepare it for further computational learning which is not useful for an application in daily clinical practice. Moreover, in order to detect in speech early subtle changes of cognition, it seems crucial to induce a minimum of cognitive effort in a vocal task [15;
Category fluency, or semantic verbal fluency (SVF) task, requires the verbal production of as many different items from a given category, e.g. animals, as possible in a given time period. The SVF task is one of the most widely used neuropsychological tests comprising both executive control and semantic memory retrieval processes. They are relatively short and part of standard dementia screens such as the Addenbrookes Cognitive Examination- Revised (ACE-R) [21] and often used in assessing cognitive function in older people [22-24]. SVF performance can distinguish people with dementia from healthy controls and people with mild cognitive impairment [25-29], and additionally can be sensitive to early phases of neurodegenerative disease [30].

Most studies of SVF performance use the total number of correct words produced. However, in order to differentiate between multiple pathologies and gain detailed information on underlying cognitive processes, more elaborate measures have been established which serve as additional indicators [31,32].

One prominent approach, popularised by Troyer and collaborators [32,33], assumes two processes are involved in the production of SVF word sequences, the lexical search for a word from the category to be produced, and the retrieval of other lexical items that are semantically related to the original word. The temporal sequences of semantically related words are called clusters, and the executive search process between clusters is called switching. Typically, semantic clusters are determined using predefined semantic subcategories, often according to Troyer et al. (1997) [32]. After determining cluster boundaries, the mean size of clusters and the number of switches between clusters are computed. Various parameters related to the size of clusters and number of switches have been shown to be sensitive to cognitive decline and differentiate between different types of dementia.

Unfortunately, any analysis of SVF data that goes beyond word counts is too time consuming for daily clinical practice, especially for general practitioners and family physicians, who are typically the first point of contact for people who suspect that they or one of their loved ones has a cognitive impairment. In addition, any analysis strategy that is based on fixed, pre-defined categories is open to subjective judgement. This might explain some of the variation in cluster sizes and switch counts reported in the literature [33-36; 27-28].
While automatic analysis introduces its own systematic biases, it is objective, replicable and yields almost immediate results for clinicians to act on. Thus, computational approaches to analyse the SVF task have been proposed \cite{37-39} for which statistical methods have been applied in order to obtain semantic clusters. Pakhomov et al. \cite{39}, as well as Ledoux et al. (2014) use Latent Semantic Analysis (LSA), to compute strength of semantic relations between pairs of words produced \cite{40}. Woods et al. (2016) \cite{37}, use Explicit Semantic Analysis (ESA) \cite{41}—a vector embedding trained on co-occurrence of words in Wikipedia articles—to identify chaining behaviour for different demographics based on pairwise cosine similarity. Clark et al. (2016) \cite{38} propose novel semantic measure based on graph theory; most prominently they put forward graph-based coherence measures which compare the patient’s created sequence/path of words with the “shortest” possible path through the fully connected weighted graph of all patient’s words. Neural word embeddings based on large word2vec models \cite{41} allow to directly measure the semantic distance between two given words using simple geometry in the created vector space \cite{42}. In terms of scalability and feasibility for parallel version of categories, qualitative SVF analysis based on computational semantics may represent a promising step forward. However, before this method could make its way into daily clinical practice it should be demonstrated to provide reliable and valid data for a regular use.

For this, we set out in this research, to investigate whether fully automatic analysis of the SVF task can be (1) considered as reliable as the manual one, (2) can be used for automatic qualitative assessment of neurocognitive impairment within this task and the corresponding domain and (3) in the end could be used as a valid fast and scalable screening tool, based on a classification experiment.

2. Methods

2.1. Recruitment

Within the framework of a clinical study carried out for the European research project Dem@care, and the EIT-Digital project ELEMENT, speech recordings were conducted at the Memory Clinic located at the Institut Claude Pompidou and the University hospital in Nice, France. The Nice Ethics Committee approved the study.
Each participant gave informed consent before the assessment. Speech recordings of participants were collected using an automated recording app which was installed on an iPad. The application was provided by researchers from the University of Toronto, Canada and the company Winterlight Labs.

2.2. Clinical Assessments

Each participant underwent the standardised process used in French Memory clinics. After an initial medical consultation, with a geriatrician, neurologist or psychiatrist a neuropsychological assessment was performed. Following this, participants were categorized into three groups: Control participants (HC) that were diagnosed as cognitively healthy after the clinical consultation, patients with mild cognitive impairment (MCI), and patients that were diagnosed as suffering from Alzheimer’s Disease and related disorders (ADRD). For the ADRD and MCI group, the diagnosis was determined using the ICD-10 classification of mental and behavioural disorders [44]. Participants were excluded if they were not native speaker or had any major hearing or language problems, history of head trauma, loss of consciousness, addiction including alcoholism, psychotic or aberrant motor behaviour or prescribed medication influencing psycho-motor skills.

The cognitive assessment included (among others) the Mini-Mental State Examination (MMSE) [45], phonemic verbal fluency (letter 'f'), semantic verbal fluency (animals), and the Clinical Dementia Rating Scale [46].

Each participant performed the SVF task during a regular consultation with one of the Memory Center’s clinicians who operated the mobile application. For the Dem@care data, the vocal tasks were recorded with an external microphone attached to the patients shirt and for the ELEMENT data, with the internal microphone. Instructions for the vocal tasks (“Pouvez-vous me dire le plus possible de noms d'animaux pendant une minute ?/Can you please give me in one minute as many animal names as you can think of?”) were pre-recorded by one of the psychologist of the center ensuring standardised instruction over both experiments. Administration and recording were controlled by the application and facilitated the assessment procedure.

2.3. Speech data processing and transcription
Recordings of patients were analysed manually and automatically. For manual analysis, a group of trained speech pathology students transcribed the SVF performances following the CHAT protocol\[47\] and aligned the transcriptions with the speech signal using PRAAT\[48\]. For the automatic transcription, the speech signal was separated into sound and silent parts using a PRAAT script based on signal intensity. The sound segments were then analysed using Google’s Automatic Speech Recognition (ASR) service, which returns several possible transcriptions for each segment together with a confidence score. The list of possible transcriptions was searched for the one with the maximum number of words that were in a predefined list of animals in French. In case of a tie, the transcription with the higher confidence score was chosen.

2.4. Features

Word count was defined as the number of animal names produced minus the number of repetitions.

Clusters were determined based on statistical word embeddings, a commonly used technique in computational linguistics, calculated with word2vec\[42\] based on the french FraWac corpus\[49\] as described in Linz et al. (2017)\[43\]. Let \(a_1 \ldots a_n\) be their representations in the vector space and let \(a_1 \ldots a_{n-1}\) form a semantic cluster. \(a_n\) is part of this cluster if

\[
\frac{\langle \mu, a_n \rangle}{\| \mu \| \cdot \| a_n \|} > \delta_p
\]

with

\[
\mu = \frac{1}{n - 1} \cdot \sum_{x \in \{a_1 \ldots a_{n-1}\}} x
\]

\[
\delta_p = \frac{n!}{(n - 2)!} \cdot \sum_{x,y \in \{a_1 \ldots a_n\}} \frac{\langle x, y \rangle}{\| x \| \cdot \| y \|}
\]

Mean cluster size was computed as the average number of words per cluster, and the number of switches was the number of clusters - 1.

2.5. Classification

In order to evaluate the feasibility of the automatic approach, we performed two
analyses that aimed to replicate existing results in the literature on differences in semantic verbal fluency performance between people with no impairment, mild neurocognitive impairment/MCI, and major neurocognitive impairment/AD \[34,50\]. The first used a staging approach using validated normative data provided by St-Hilaire et al. (2016) \[50\], and the second used machine learning (ML) classifiers.

2.5.1. **Automatic norm-based neurocognitive evaluation**

For simulation of a real world clinical application scenario, word counts from manual and automatic transcripts were compared using normative data for SVF. First, normative equations\[50\] were used to determine a z-value, based on manual word counts, age and education level, and people were staged in accordance with diagnostic categories of DSM-5 (z > -1 = no impairment, z > -2 = minor impairment, z <= -2 = major impairment). In a second step, people were staged using the normative equations, based on automatic word count, age and education level. The first staging was considered the ground truth and the second was compared to the first using classification metrics.

2.5.2. **ML automatic diagnosis classification**

To give an idea of how the collected features could be combined to make a diagnostic decision, a ML classifier was trained. Each person in the database was assigned to a label relating to his or her diagnosis (HC, MCI and ADRD). The features described in Section 2.4 were used, either calculated from automatic or manual transcripts, depending on the scenario. In all scenarios we use Support Vector Machines (SVMs) \[51\] implemented in the scikit-learn framework \[52\]. Leave-one-out cross validation was used for testing. In this procedure the data is split into 2 subsets ("folds"). One fold contains only one sample, the other contains all other samples. For each of the folds, the classifier is trained on the second fold and evaluated on the held out sample. To find a well-performing set of hyperparameters, parameter selection using cross-validation on the training set of the inner loop of each cross validation iteration was performed. All features were normalised using z-standardisation, based on the training fold of each iteration.

2.6. **Performance Measures**
The performance of ASR systems is usually determined using Word Error Rate (WER) as a metric. WER is a combination of the mistakes made by ASR systems in the process of recognition. Mistakes are categorised into substitutions, deletions and intrusions. Let \( S \), \( D \) and \( I \) be the count of these errors respectively, and \( N \) be the number of tokens in the ground truth. Then

\[
WER = \frac{S + D + I}{N}
\]

We only calculated WER for words describing animals, not for off-task speech, which also occurs in our data. We refer to this metric as VFER (Verbal Fluency Error Rate).

As performance measures for prediction of each class in the ML classification experiment, we report the receiver operator curve (ROC), as different trade-offs between sensitivity and specificity are visible. We also report area under curve (AUC) as an overall performance metric.

3. Results

3.1. Participants characteristics

Relevant demographic characteristics of the HC group (\( n = 24 \), age 76.12 years, MMSE 28.21, CDR-SOB 0.46), the MCI group (\( n = 47 \), age 76.59 years, MMSE 26.02, CDR-SOB 1.68), and the ADRD group (\( n = 24 \), age 77.7 years, MMSE 18.83, CDR-SOB 7.5) are presented in Table 1. The total number of participants was 95. Excluding MMSE and CDR-SOB, no significant effects between the groups were found.

4. Table 1

3.2. Automated Speech Recognition (ASR)

Evaluation of all samples in the corpus yielded a VFER of 20.01%. Since not all types of errors might have the same impact on analysis (e.g. word count is not influenced by substitutions \( \text{in all cases} \)), the proportion of types of error made are considered. 50.3% of all errors were deletions, 29.8% were substitutions and 19.9% were insertions.
3.3. *Correlation*

The relationship between features extracted from automated transcripts and manual ones was examined.
Consequently, Spearman’s correlation coefficient was computed. All relationships are reported in Figure 2. The correlation between manual and automatic SVF analysis was strong across all three relevant features with a correlation of $\rho = 0.921$ for the main clinical feature in this task, the word count.

3.4. Automatic norm-based neurocognitive evaluation

Neurocognitive disorder evaluations (no impairment, minor and major impairment) determined with the automatic word count, agree with labels based on the manual WC with an accuracy of 0.831, weighted precision of 0.83, weighted recall of 0.83 and $F_1$ of 0.83. When looking at sensitivity and specificity in a one versus all scenario, using HC as the negative class, the model achieves a sensitivity of 0.914 and a specificity of 0.833. A detailed confusion matrix is depicted in Figure 1.

3.5. ML automatic diagnosis classification

ROC curves for all scenarios are reported in Figure 3. Classifiers trained on automatic measures and manual ones perform comparably or better for two of three scenarios.

4. Discussion

In this paper, we describe an automated analysis method for the fine-grained analysis of SVF data in terms of clusters and switches and validate it for the category of animals. Clusters and switches, determined by the tool correlate well with clusters and switches that were determined manually using a strict annotation procedure. Both manually and automatically derived statistics were successful in distinguishing between healthy controls, people with mild cognitive impairment and people with Alzheimer's disease or related disorders.

4.1. Automated Speech Recognition (ASR)

Considering the reliability of the fully automated pipeline, the automated speech recognition (ASR) is often considered to be the main limiting factor [19]. Our results show an overall low error rate of 20.01% for the automated system, compared to the manual transcripts. This in itself represents an improvement over results of other
authors using ASR systems for evaluating the SVF tasks. In line with previous research, diagnostic groups differ significantly in the number of errors made by ASR (Kruskall-Wallis, $\chi^2 = 13.7$, df = 2, p < 0.001). More word errors are produced by the ASR for AD patients, compared to healthy subjects. Since persons with AD are expected to produce less words in an SVF task, this does not negatively affect further analysis. Closely looking at the types of errors, insertions and deletions are both problematic for further analysis. Both skew the raw word count, which still is the single most predictive performance indicator in SVF for dementia detection. Substitutions only affect qualitative measures such as the mean size of clusters and the number of switches between clusters, but do not effect the word count.

4.2. Automatic norm-based neurocognitive evaluation

Even though the ASR produced word errors, mainly deletions, which negatively affect the overall word count and thereby the main clinical measure of SVF, the correlation between the automated and manual systems is very strong, i.e. 0.921. This shows that although the ASR system introduces some errors, it does not greatly affect the overall clinical measure, since the errors are not correlated to cognitive status. In the first experiment, we benchmarked the automatic pipeline for a norm-based neurocognitive evaluation. The performed neurocognitive evaluation based on automatic word count agreed strongly with labels based on the manual word count. The confusion matrix (see Figure 1) shows that the automatic approach tends to systematically underestimate the performance of a person in the SVF task. This can be attributed to the deletions of the ASR. Thus, the automatic pipeline can be considered conservative, showing high sensitivity, which is of great importance to its use as a screening tool.

4.3. Automated ML diagnosis classification

For both the HC vs. AD and HC vs. MCI scenarios the performances of models trained on automatic and manual features have comparable AUC (0.723 vs. 0.758 and 0.953 vs. 0.939). In the MCI vs. AD scenario the AUC of models trained on automated features deteriorated (0.859 vs. 0.774). The difference of the previous experiment can be explained by the flexibility of ML models to learn decision boundaries, in contrast to pre-determined diagnostic norms. ML models are also able to accommodate the previously mentioned systematic errors of ASR.
A similar approach has been suggested by Clark et al (2016)\textsuperscript{[38]}, studying the utility of an automatic SVF score for the prediction of conversion with the result that higher prediction accuracy was obtained with the classifiers trained on all scores, rather than on manual scores. Overall, it can be stated that using automatic analysis of the SVF task allows immediate access to reliable and clinically relevant measures such as the word count, switches and clusters. This is potentially useful for differentiating between deficits in either executive or semantic processing. The automation of recording, transcription and analysis streamlines test administration and ultimately leads to more robust, reproducible data.

In addition to the assessment of cognitive decline, these qualitative measures extracted from the SVF performances may be of great interest as well for other neurocognitive disorders affecting verbal ability and executive control such as fronto-temporal dementia or primary progressive aphasia\textsuperscript{[55]}.

Costa et al.\textsuperscript{[30]} states that we are far from having available reliable tools for the assessment of dementias, since one of the main problems is the heterogeneity of the tools used across different countries. Therefore, a working group of experts recently published recommendations for the harmonisation of neuropsychological assessment of neurodegenerative dementias with the aim to achieve more reliable data on the cognitive-behavioural examination. Automated speech analysis of the SVF could be one potential tool to assist in harmonising test procedures and outcomes. It also provides additional quantitative measurements extracted from speech signals for cognitive screening without increasing time, costs or even workload for the clinician. Such a tool could be used as an endpoint measurement in clinical trials to assess intervention outcome and monitor disease progress, even remotely over the phone.

4.4. Limitations

A few limitations of this study should be considered. We did not recruit healthy participants from the general elderly population, but were limited to include persons who came for clinical consultation to the memory clinic cognitively healthy but with some subjective complaints. It should be further noted that the data set for this study is only in French, thus, limiting transferability of its results to other languages. A major goal for future work is the collection of SVF recordings in multiple languages and within the framework of longitudinal studies.
4.5. Conclusion

To conclude, the study demonstrates the feasibility of automatic analysis of SVF performances in elderly people to assess and monitor cognitive impairment. Furthermore, new measures beyond simple word counts such as word frequencies could be investigated in the future, possibly giving way to a deeper understanding of underlying cognitive functions and changes due to neurodegenerative disease.
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Table 1: Demographic data and clinical scores by diagnostic group; mean (standard deviation); HC='Healthy control', MCI='Mild cognitive impairment', ADRD= 'Alzheimer’s disease and related disorders’. Significant difference (p < 0.05) from the control population in a Wilcoxon-Mann-Whitney test are marked with *

<table>
<thead>
<tr>
<th></th>
<th>HC</th>
<th>MCI</th>
<th>ADRD</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>24</td>
<td>47</td>
<td>24</td>
</tr>
<tr>
<td>Age</td>
<td>76.12 (4.41)</td>
<td>76.59 (7.6)</td>
<td>77.7 (3.99)</td>
</tr>
<tr>
<td>Sex</td>
<td>5M/19F</td>
<td>23M/24F</td>
<td>8M/16F</td>
</tr>
<tr>
<td>Education</td>
<td>10.50 (4.05)</td>
<td>10.81 (3.6)</td>
<td>9.75 (4.69)</td>
</tr>
<tr>
<td>MMSE</td>
<td>28.21 (1.82)</td>
<td>26.02* (2.5)</td>
<td>18.83* (4.99)</td>
</tr>
<tr>
<td>CDR-SOB</td>
<td>0.46 (0.67)</td>
<td>1.68* (1.11)</td>
<td>7.5* (3.7)</td>
</tr>
</tbody>
</table>

Figure 1: Confusion matrix for diagnosis based on normative data, automatic WC and manual WC; (no='z > −1 no impairment', minor='z > −2 minor impairment’, major='z <= −2 major impairment’)

(attached as separate file)

Figure 2: Correlation matrix and scatter plots for features based on manual and automatic transcripts. Spearman's correlation coefficients are reported. WC = “Word Count”, MCS = “Mean Cluster Size”, NOS = “Number of Switches”. Diagnostic groups are encoded on the scatter plot as HC = “blue triangles”, MCI = “green circles”, AD = “red squares”.

(attached as separate file)

Figure 3: Receiver Operator Curve (ROC) of classification models for different scenarios. Models trained on manually extracted features are displayed as dotted lines, ones based on automatic features are displayed as solid lines. Color indicates the classification scenario, as coded in the legend. Area under the curve (AUC) reported in the legend for each scenario and feature set.

(attached as separate file)